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Abstract—The Transferable Belief Model (TBM) is well difficult for a user to a priori define all the classes and manag
adapted for knowledge representation, especially for complex all the images of the database simultaneously. The main idea
systems. In this contribution, the TBM is used as a basic tool is then to select images for the user which are "interesting”

of an assistance system for image collection classification. Thet lassi dina t ific strat d iblv 1
first part of the system, which is completely automatic, models o classify according to a specific strategy and possibly to

all available knowledge provided by the already labeled images Propose a label. The user can accept the proposed label and
in order to structure the unlabeled ones. The second part is a do nothing, or change or create a class. The automatic image

user assistance system that proposes an ordered list of images toselection is carried out from the accumulated knowledgmfro
be labeled according to a specific strategy as well as a possiblethe previous image classification

label. Via a suitable interface, the user agrees or not with the )
proposal and the global knowledge is updated.

Keywords: Classification, active learning, image processg Il. ARCHITECTURE OF THE PROPOSED SYSTEM

I. INTRODUCTION

The transferable -belief model (TBM) is particularly well utomatic part for “modeling the knowledge”, and anothet pa
Slé'te? o thr?] rr?(delln? r?]f lfzcivgle(:rgem(ovl\‘l l?ka fOf IknO\i/}/iIedt?e hich concerns the user interactions which select the isyage
Engvlflle?j ceo m%deeliiysi:a.crucia? o?nt eMgn 2\ Cls:zstio(r:g grpd be labeled via a graphic and convivial user interfaces It i
based 9 babili ? tools. but point. ill bp Ihonit presented as three modules (Figure 1).

h:\S/: bggnp(;(;\/z';gz&cw%ﬁz Tng:gsr;eacCelzqn[l)g_rEg\]N IE; ?act the The first module ("multi-labeled classification”) explottse
probabilistic approach for classification is very efficigviien <nowledge on the classes given by the already labeled images

it is possible to use a large enough learning database Wh;ghcharacterlze the knowledge on the unlabeled images. For

is representative of the classes. However, the establm’lm%a(:h image, characteristics are extracted and compared 1o

The framework is divided into two main parts [4]: a fully

of such a learning database is a laborious task for the udgpse of the labeled images. So, information concerningwhi

An other problem is the semantic interpretation of the @ass ©25S (e images belong to is modeled on belief functions.
Sometimes, the user gives the same interpretation (sas® cla Then, in the interactive part, the user has to classify the
to two objects with largely different characteristics. Hmer, Unlabeled images. The second module (*active sampling”)
some very similar objects can be differently interprete@ dif€lects unlabeled images according to a particular syrateg
to a small detail of the objects. This means that for compléi Order to focus the user's attention on them with priority
classification tasks, especially when extracted chaiatitay 9iven to one or a small set of images. The user can choose
are not enough adapted to differentiate two close classiss, iand switch to the most relevant strategy. For instance, he
necessary to use the users'skills. The goal of the clasifica Might be interested as a priority in labeling images withuais
system is then to exploit the knowledge of the user, but f@ntents which are relgtlvely cloge to one qlass of images.
limit his task as much as possible. Later, he may be more .|nterested_|n the Iapellng of “diffitult
This paper focuses on the problem of image classificatidA’ages, for instance with such different visual contentriro
The initial database belongs to INAorporation which pre- the known (_:Iasses _that visual dlver5|t_y has to be explored.
serves broadcast videos but also images concerning samae ffPn @ graphic user interface (GUI) (third module), the label
ing. In order to enlarge the experimentation, other datbad'oPosal are automatically carried out on the images sect
were used such Corel database or personal image databd§€4), the user has to accept, correct or complete (in nabe|
(wedding, holidays, ...). The system we have developed is ¢@ses) the proposal. When the selected images are labeded, th

assistance classification system. It is based on the fadtisa knowledge modeling of the first module is updated in order to
select more significant unlabeled images and to improve the

LINA: French Audiovisual Institute accuracy of the label proposal in the following rounds.



neighbors image$l), ., ..., %} of the classC; are conjunc-
termions tively combined in order to update the belief functions:

Choosing a sampling
strategy

. d(u,lt)\ B
State of 2 k-1 - —
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New state of labels = H (1 - mi (H(I ) )

=0
m (Hy) =1- ma (Q2q)
Once one nearest neighbor gives a high valuéljohypothe-
sis, then the belief that image belongs to this class is high.

functions give a high value to doubt, and also to the combined
In this part, the system gives a multi-label classification f BBa.

each unlabeled image, according to the knowledge given by

the already labeled images. The pre-processing step t®nsis C. Mass transfer

characteristic extraction for each image (orientation eoldr Up to this step, no mass value is associated with the proposal

histograms). This step can be done only once before the ma and there is no conflict between BBAs. Indeed, it is

processing step. advisable to discern positive from negative labels in order
The first main part consists in modeling the knowledge @b help the user to choose the most relevant labels for one

the labeled images in order to predict the relevant label ghlabeled image:. This a priori knowledge can be taken into

the current unlabeled image. This step is a combination @tcount by an operation which involves transferring thesmas

different knowledge extracted from (i) the neighbor imagés values of the proposition&/, and the doub{ H,, H,} to the

the current image, (ii) the known classes and (iii) imagerchanree propositiond?,, H, and ,. That means if all the K

acteristics. First, the knowledge is modeled from a neigilgo nearest neighbors are far from imagen the characteristics

image of the current image, then from the k nearest neighbgjsace (large mass @2,), this image probably does not belong

belonging to the same class, then from all the classes, thenclass C,. It is interesting to transfer the mass at this

Figure 1. Representation of the global system

from all the characteristics. step in order to avoid conflict that could appear in previous
steps. Further, this transfer has a real semantic meanhy. T
A. Knowledge from the neighbor image proposed mass transfer is built using a set of three triamgul
Considering one class,, leading to the frame of discern-functions controlled by one parametmogee figure 2) to
mentQ,: compute the new set of belief functioms;* and verifying
L the conditions:
Qq = {quHq} (1) mSa (@) =0

where hypothesi#f, means “the image belongs to the class ~ m®(H,) + mS(Hy, Hy) =1 if mS(Hy) > mg

C,” and H, means the opposite hypothesis. Assuming that m« (H,) +m% (H,, H,) =1 if m%(H,) <mo

two visually similar images generally tend to have the same (4)
label, if the unlabeled image is close to the labeled imagg ~ This last operation gives a mass distributie” quantifying
(small distancei(u, I} in the feature space), a high belief ighe beliefs for one unlabeled sampigelated to one class|.
assigned to the propositiadti, while a low belief is associated The parametenm is set to0.5 because, without more a priori
to the doubt (with a lower bound of — a,). We choose to information, it corresponds to equal distribution betwéee
use the Basic Belief Assignment (BBA);* proposed in [5]: two initial proposals.

d(u,ly)\ B 0q
Q - pery m
i) <o | ) @ ey
m; Q) =1-—m;"(H,) ~ ~ msQ,)
. . . . . — — m%yl
This model is very interesting when a class is represented by >~ ey ms*(Hy)
several modalities in the characteristics space. This mtreat 0 mg !

two distant images in this space can still belong to the same
class. It can be noticed that for a particular clags the BBA
form proposed will not generate conflict.

Figure 2. The triangular functions for the transfer mass afpen

D. Knowledge from all classes

Depending on the semantic interpretation of the images,

This belief in the propositior{, can possibly be strength-classes can be non-exclusive. That means one particulgeima
ened by the other image samples of a same dgsFollowing can simultaneously belong to two (or more) different classe
the method described in [5], the BBA from the K nearegfor instance an image with someone in front of the sea

B. Knowledge from K nearest neighbors



may be put in the two classes associated with the labélsInterpretation of hypothesis
"sea” and "people”). It could be interesting to allow the 5 he diff | b lusi _
user the opportunity of carrying out a multi-affectation of ecause t_ e different classes can be non-exclusive, itis
an image. So the problem is now to compute a new mggportant to interpret the hypotheses belongingte- 0 x
distribution quantifying membership of the unlabeled sman2 Ko X e _ N ) _

u to none or several classes. Considering a sef aflasses Positive hypothesisA positive hypothesisvj is com-

C = {C1,Cy,... Co}, a new frame of discernmertt is posed of only one local positive hypothesis suchia,s the
defined as the product space of the local frames of discetnm@ers corresponding to local negative ones such/as

), previously defined for each clags;: W = (Hy Fop Hoys - s Hon) @
P ) mn1 na»

Q=0 xQx-xQq () This positive hypothesis? can mean that the unlabeled image

If some classes of' are exclusive, this a priori knowledget belongs to the single class,.

can be used to simplify the sét Considering one unlabeled Reject hypothesisThis hypothesisv, corresponds to all
image u, each classC, provided a belief functionms® negative local hypotheses such Hs :

in its own frame of discernmenf),. Given a proposition e -

(B1,Bs, -+, Bg) of Q, where a symbolB, represents one wr = (Hy, Hy, - Ho) ®)

of the three propositions from the local frame of discernmefihis means that all) known classes do not correspond to the
Q,, the empty set extension operator [6] computes the newlabeled image:. It can be used to initiate a new class, or
massm‘’ using the following expression: new visual content of a known class.

Q Ambiguous hypothesisThe set of other hypotheses
m(By, By, - ,Bg) = H mila (B,) q€1,Q] (8) corresponds to a'multi-class category.. These hypotheses ar
composed ofP (with P > 2) local positive hypotheses such
asH, andN (with N < Q—-2andP+N = () local negative

One can note the cost involved by this operator. The g|°br%|/potheses such &,. The general form of such a hypothesis
cost of computing is reduced in practice by the fact that g iq. !

local mass distributiom:‘2s only contains two focal elements. “ -
wa :(Hp17Hp2a"'7H Hn1>Hn27"' H ) (9)

ppP> 9 nnN
E. Knowledge from all characteristics The degree of ambiguity? of hypothesisw? corre-

Numerous methods of classification use an early fusion %?onds to the number_ of local positive hypotheses. This
features by concatenating the descriptors extracted froen dneans the unlabeled image can belong toP classes
image in one single vector. One advantage of this approathr:» Cre:Cpp} simultaneously, but not to the other
is the use of a simple fusion model involving a low cos?lasses,{cnl’onz’"',’C”N}' ]
computing compared to a late fusion model. One disadvantagd? this set of ambiguous hypotheses, the global ambiguous
is that it is difficult to express and quantify the discordandlYPOthesisy,, is defined by:
between the information giver_1 by the features. _Besides, the Wea = (Hy, Hy, -+ , Hg) (10)
concatenation does not take into account the size of feature
vectors. It is extremely difficult to add a new charactecisti  This hypothesis means that the unlabeled imagean poten-
the system without a re-programmable phase. tially belong to all classes. It is not very realistic but @rc

So, we propose to use a late fusion approach in order S8V the purpose of concluding that the characteristesiair
solve these problems. Each feature spdgédrings a mass Sufficient.
distribution mgi describing the beliefs about the membership
of one unlabeled sampleto the classes. Then, the conjunctive IV. ACTIVE SAMPLING MODULE
operator is used to combine all the belief functions congbute
in the feature spaces considered. The latter operation cait could be difficult for a user to classify a set of images,
introduce part of the mass distribution on the conflicfThis particularly when this set is large, and when the classesatre
can be useful to detect a new unknown class of images odefined a priori. This is the case, for instance, when somebod
new modality of a known class for instance. A caution rule afiants to store his holiday images, not only by time stamp,
combination could be used in order to take into account thet also by themes (visits, swims, meals, ...). Rather than
dependence of the characteristics. However, the final nsassubmitting all the images simultaneously, or one by one in
only used in the sampling process as seen in section IV-Arandom order, the idea is to propose an "adequate” order
compare the different unlabeled images. following a sampling strategy. So, in this part, a small det o
At the output of the knowledge modeling module, an unlabelethosen images is proposed to the user to be classified, maybe
imagew is associated to a mass distributietri? quantifying because they are very similar to labeled images or on the
the belief about the known class taking into account all treontrary because they are different to labeled imagesvécti
extracted characteristics. learning is rarely used for multi-labeling [7].




A. Sampling strategies unlabeled image:,,,. has the highest pignistic probability on

For all unlabeled images, a BBA m was computed as the rejected hypothesis. (eq. 8) of the set of discernmefit

was presented in the previous section. It is used to determin PP(u) = BetP{mi}(w,)
the best unlabeled image(s) to be proposed for a labelimy ste U = argmax, .y PP(u)

acco;/(lzhr;? to 2it[i)\jﬂrt|c1:1I|arbstlre:;ce?ryr/{ MPYThe strate The user has to decide the correct labels of this image, or has
ost positive ‘uniabete ages (MP)The s . 10 create a new class with this single new labeled image.

some times n_amed most rele_vant [81)’ _sel_ects the g_nlabele Most Conflicted unlabeled image (MCThe information
imageu,,, which obtains the highest pignistic probabilig” . . - . .
2. fusion with all characteristics (color, orientation,can lead
computed on2p [9], subset of? made up of only positive . . AT
hypotheses? (eq. 7). It corresponds to the selection of ”easto a conflict about the inclusion in one or more classes as
yp p (€. 1)- P “Were presented in section llI-E. The unlabeled images with

to classify” im the visual content is verylaimi ; . . . .

o classify ages, because the visual content is veryla such a high conflict can be interesting to classify, becausg t

to already labeled images. . -
do not correspond to current known classes. This conflicting

(16)

PP(u) =max,icq, BetP{mS}(w) information is directly computed by:{? of imageu.
wpelp u S\¥p (11) - ; .
U — argmax,c;; PP(u) The most conflicting unlabeled image,,. has the highest
“ ms(0) :
This strategy selects the nearest unlabeled images to the( ) 0

labeled images of the different classes and then improves U = argmax m,, () 17)
the knowledge of the classes. However, it does not cover the _ uev _ . .
diversity of the visual content of the image collection. Most Uncertain unlabeled image (MUJfhe information

Most ambiguous unlabeled image¥he ambiguity can fusion attributes a large mass to the hypothesifofmade
be global (Most Global Ambiguity MGA) in all the classesUP Of the ©,. In terms of pignistic probabilities, the two
of C. This strategy selects the unlabeled imagg,, with hypothesesH, and H, are similar and the BBA is said to
a maximum of pignistic probability on the propositian,, be "non-specific”. That means it is impossible to distinguis
(eq.10) : one hypothesis from the others. Then specificityN (mS}) is

PPu) = BetP{m®}(wya) computed and the most uncertain imagg, is determined:

Umga = argmax, .y PP(u) (12) N(mf}) = Z@#BQQ m(B)loga(||B]) (18)

. . . . . U = argmax, N(m
This strategy consists in choosing the unlabeled image " gmax,ey Nm,)

which is on the borders of all the known classes. The user V. GRAPHIC USER INTERFACE MODULE
can affect this image to one or several classes, or create/a ne a fyly automatic classification system is not realistic tor

class. _ _ . such complex application because the user has an high level

It can be interesting to select images that are locally mag{mantic interpretation of the images. In order to make the
ambiguous (Most Local Ambiguous/LAp), meaning they \sers task easier, the system can use the knowledge modeled
are on the borders of & class. _ _ . . by the belief functions to propose a label for the unlabeled
Firstly, for each unlabeled image, the highest pignistic ggjected image. This can be done, image by image, or by a
probability is computed on the subs€f 4, only made up gmg|l set of unlabeled images with the same class.

of propositionsw,” (eq. 9) corresponding to local ambiguity ' The interface (shown in figure 3) is an interactive view
betweenP hypotheses. with images and classes which allows the user to manipulate
PP(u) = max BetP{m?}(w?) (13) images. The vertical list of unlabeled images is sorted ftioen

wle

a €QLap most (top) to the least (bottom) representative image aaogr

Secondly, the most local ambiguous imagg, is selected by t_he current sampling strategy. On_ly_the first images of the
comparing the pignistic probabilitieB P(u) of all unlabeled list are displayed because of the limited space on the screen

images withP class local ambiguity. gnd the ability of t.he user to simultaneoysly manage several
images. Each horizontal list of labeled images represents a
Utap = argmax PP(u) (14) class. For the same reason of readability, only a few images

ue

are represented.

For instance, itC’ = {C1,C, C3}, it could be interesting to  The first unlabeled image (the most representative of the
consider the local borders between two classes. Each dethbeurrent sampling strategy) is duplicated and enlarged éetw
imageu € U is associated td”P(u) corresponding to the the vertical and horizontal lists. The views of the horizont
highest pignistic probability on the subset : lists are updated at each selection of an unlabeled image

_ ST T - by displaying first its k-nearest neighbors from left to tigh

Qway = {(Hy, Hy, Hy), (Hy, Hy, Hy), (Hy, Ho, Hy)}o(19) The proposed classification is then displayed to the usenby a

Most rejected unlabeled image (MRn order to explore arrow pointing to the suggested class. In the case of a neiltip
the visual diversity of the space, it could be interestingdlect label proposal, multiple arrows are displayed on the sugdes
unlabeled images that do not correspond to any class [1@]. THasses.
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Figure 4. Comparison of different methods of multi-label dfésation
assessed in [13]. The proposed method denoted "KnnEvMsltigpresented
Figure 3. The GUI: unlabeled images are in the vertical list tire classes by the orange cross.

are the horizontal lists. The unlabeled list is sorted bywemistrategy. The

most representative image by this sampling strategy is in theeceAfter a

short time, the image moves slowly to the suggested class. . .
9 Y 99 Experimentally, the best compromise between recall and pre

cision is obtained for a nhumbek = 5 nearest neighbors,
VI. EXPERIMENTATIONS and a valuef = 0.78 with L, distance: Recal= 0.714 and

) . _Precision= 0.745.
The evaluation of the system concerns the automatic sin-_. . e
Figure 4 compares our results with 12 classification meth-

gtkraatz g?e?g;tltr::baeclzlt?\?e ?::rr:ihnz [F))?;fcoerrsr;ance of the d'ﬁere%tds on the same data set presented in [13]. In this paper, the

authors compared 4 classification algorithms (kNN [14],5C4.
A. Automatic classification and multi-labeling [15], naive Bayes [16] and SMO (SVM-based [17]) as 3 Prob-

The first part of the system models the knowledge and pr§Mm of Transformation methods named PTBT# and PT8).
poses automatic single or multi-labeling. In order to conapaThe results show the proposed method as being one of the most
the performances of this system, we use the datiseene- Successful with the "PT3+SMO” method (Recall0.737 and
classification”) proposed by Boutell in [11] and available oPrecision= 0.713)._ This result valldates_the relevance of our
the official website of LibSVM [12]. The images are taker@PProach to a difficult problem of classification.
from the Corel image database where the author has identifigd
6 labels corresponding to concepts ( “urban”, "sunset”|l "fa”"
foliage”, "field”, "mountain” et "beach”). This benchmark The system has been designed to help a user to organize
contains 2407 images associated each one with between 1 @rgpllection of images from the beginning, ie free of any
5 labels simultaneously (the averagel i3 labels by image). label. There is therefore no basis for learning. The sargplin
Each image is described by a vector, the concatenation of §iEategies aim to select images to be labeled by the user and
mean and variance of local color histograms. The test csnsigomplete the basic learning on the fly.
in training the system with 1211 sample images, and predjcti 1he strategy characterization studies the impact of active
the labels of the 1196 remaining images. sampling strategies on the classification performancehét t

The frame of discernmen contains2® hypotheses, all beginning, only a few images are labeled. During the ex-
combinations of base hypothes&g and (H,) associated to Periment, the numbers of incorrect labels according to the
the classC; (¢ € {1,2,...,6}). ground truth is integrated corresponding to the task of the

The recall and precision measures in the specific caseUuser. Figure 5 shows the evolution of this parameter dutieg t
multi-labeling are used to evaluate classification pertoroe. Whole experiment. The horizontal axis represents the segue
For each image;, Y; is the number of correct labels fromof successive selections of images, and the vertical axis

Strategy characterization of active image sampling

the ground truth and; the number of labels predicted. corresponds to the accumulation of incorrect labels pregos
The recall index is the ratio of the number of labels corgectutomatically by the system. We use a Corel image database of
predicted to the number of correct labels. 500 images calledt50Q The database contains 5 classes, each
D] containing 100 images related to different categoriesw4lo
1 |Y;: N Z;] ers”,"bus”,”dinosaurs”,"beaches” and "horses”. The 5sskes
Recall(D) = 2] z; ;| (19) have already been identified by a single sample image. Each

o ) ] image only belongs to one class. 495 images remain to be
The precision index is the ratio of the number of labelgiassified one by one.

correctly predicted to the number of predicted labels.

D | | 2Considering each different set of labels that exist in thetiaatbel data
. 1 Y.NZ; set as a single label
Precision(D) = ﬁ Z Z,] (20) 3Learning binary classifiers, one for each different label
i=1 ’ 4Using a set of binary classifiers
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Figure 5. Comparison of the six strategies on the datg&#i0 under the

same experimental conditions (distanég;.:, descriptors orientation and
color in spaceR, G, B, f = 0.4 andk = 5). Thez axis corresponds to the
successive selections of images, ghexis corresponds to the accumulation

of wrong automatic classifications.

Six active sampling strategies have been tested: most posi-

of H. Geeau.

(1]

(2]

(3]

(4]

(5]
(6]

tive (MP), most rejected (MR), most global ambiguity (MGA), [7]
most local ambiguity in 2 classes (MLA2), most conflicted
(MC) and most uncertain (MU) as presented section IV-A.

The strategies are tested individually. An image is setecte®

according to the strategy chosen, then a labeling propssal i
performed on this image. If this proposal does not match the

ground truth simulating a user’s selection, it counts theaber
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