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Abstract—The Transferable Belief Model (TBM) is well
adapted for knowledge representation, especially for complex
systems. In this contribution, the TBM is used as a basic tool
of an assistance system for image collection classification. The
first part of the system, which is completely automatic, models
all available knowledge provided by the already labeled images
in order to structure the unlabeled ones. The second part is a
user assistance system that proposes an ordered list of images to
be labeled according to a specific strategy as well as a possible
label. Via a suitable interface, the user agrees or not with the
proposal and the global knowledge is updated.
Keywords: Classification, active learning, image processing

I. I NTRODUCTION

The transferable belief model (TBM) is particularly well
suited to the modeling of knowledge (or lack of knowledge)
about a complex system. In the framework of classification,
knowledge modeling is a crucial point. Many applications are
based on probabilistic tools, but more recently new algorithms
have been developed with a TBM approach [1]–[3]. In fact, the
probabilistic approach for classification is very efficientwhen
it is possible to use a large enough learning database which
is representative of the classes. However, the establishment
of such a learning database is a laborious task for the user.
An other problem is the semantic interpretation of the classes.
Sometimes, the user gives the same interpretation (same class)
to two objects with largely different characteristics. However,
some very similar objects can be differently interpreted due
to a small detail of the objects. This means that for complex
classification tasks, especially when extracted characteristics
are not enough adapted to differentiate two close classes, it is
necessary to use the users’skills. The goal of the classification
system is then to exploit the knowledge of the user, but to
limit his task as much as possible.

This paper focuses on the problem of image classification.
The initial database belongs to INA1 corporation which pre-
serves broadcast videos but also images concerning scene film-
ing. In order to enlarge the experimentation, other databases
were used such Corel database or personal image databases
(wedding, holidays, ...). The system we have developed is an
assistance classification system. It is based on the fact that it is

1INA: French Audiovisual Institute

difficult for a user to a priori define all the classes and manage
all the images of the database simultaneously. The main idea
is then to select images for the user which are ”interesting”
to classify according to a specific strategy and possibly to
propose a label. The user can accept the proposed label and
do nothing, or change or create a class. The automatic image
selection is carried out from the accumulated knowledge from
the previous image classification.

II. A RCHITECTURE OF THE PROPOSED SYSTEM

The framework is divided into two main parts [4]: a fully
automatic part for “modeling the knowledge”, and another part
which concerns the user interactions which select the images
to be labeled via a graphic and convivial user interface. It is
presented as three modules (Figure 1).

The first module (”multi-labeled classification”) exploitsthe
knowledge on the classes given by the already labeled images
to characterize the knowledge on the unlabeled images. For
each image, characteristics are extracted and compared to
those of the labeled images. So, information concerning which
class the images belong to is modeled on belief functions.

Then, in the interactive part, the user has to classify the
unlabeled images. The second module (“active sampling”)
selects unlabeled images according to a particular strategy
in order to focus the user’s attention on them with priority
given to one or a small set of images. The user can choose
and switch to the most relevant strategy. For instance, he
might be interested as a priority in labeling images with visual
contents which are relatively close to one class of images.
Later, he may be more interested in the labeling of “difficult”
images, for instance with such different visual content from
the known classes that visual diversity has to be explored.
On a graphic user interface (GUI) (third module), the label
proposal are automatically carried out on the images selected.
Then, the user has to accept, correct or complete (in multi-label
cases) the proposal. When the selected images are labeled, the
knowledge modeling of the first module is updated in order to
select more significant unlabeled images and to improve the
accuracy of the label proposal in the following rounds.



Figure 1. Representation of the global system

III. M ULTI -LABELED CLASSIFICATION MODULE

In this part, the system gives a multi-label classification for
each unlabeled image, according to the knowledge given by
the already labeled images. The pre-processing step consists of
characteristic extraction for each image (orientation andcolor
histograms). This step can be done only once before the main
processing step.

The first main part consists in modeling the knowledge of
the labeled images in order to predict the relevant label of
the current unlabeled image. This step is a combination of
different knowledge extracted from (i) the neighbor imagesof
the current image, (ii) the known classes and (iii) image char-
acteristics. First, the knowledge is modeled from a neighboring
image of the current image, then from the k nearest neighbors
belonging to the same class, then from all the classes, then
from all the characteristics.

A. Knowledge from the neighbor image

Considering one classCq, leading to the frame of discern-
mentΩq:

Ωq = {Hq,Hq} (1)

where hypothesisHq means “the imageu belongs to the class
Cq” and Hq means the opposite hypothesis. Assuming that
two visually similar images generally tend to have the same
label, if the unlabeled imageu is close to the labeled imageliq
(small distanced(u, liq) in the feature space), a high belief is
assigned to the propositionHq while a low belief is associated
to the doubt (with a lower bound of1 − α0). We choose to
use the Basic Belief Assignment (BBA)mΩq

i proposed in [5]:
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This model is very interesting when a class is represented by
several modalities in the characteristics space. This means that
two distant images in this space can still belong to the same
class. It can be noticed that for a particular classCq, the BBA
form proposed will not generate conflict.

B. Knowledge from K nearest neighbors

This belief in the propositionHq can possibly be strength-
ened by the other image samples of a same classCq. Following
the method described in [5], the BBA from the K nearest

neighbors images{l0q , l
1
q , . . . , l

k
q} of the classCq are conjunc-

tively combined in order to update the belief functions:
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Once one nearest neighbor gives a high value toHq hypothe-
sis, then the belief that imageu belongs to this class is high.
Otherwise, if all the neighbors are far fromu, then belief
functions give a high value to doubt, and also to the combined
BBA.

C. Mass transfer

Up to this step, no mass value is associated with the proposal
Hq and there is no conflict between BBAs. Indeed, it is
advisable to discern positive from negative labels in order
to help the user to choose the most relevant labels for one
unlabeled imageu. This a priori knowledge can be taken into
account by an operation which involves transferring the mass
values of the propositionsHq and the doubt{Hq,Hq} to the
three propositionsHq, Hq and Ωq. That means if all the K
nearest neighbors are far from imageu in the characteristics
space (large mass onΩq), this image probably does not belong
to class Cq. It is interesting to transfer the mass at this
step in order to avoid conflict that could appear in previous
steps. Further, this transfer has a real semantic meaning. The
proposed mass transfer is built using a set of three triangular
functions controlled by one parameterm0(see figure 2) to
compute the new set of belief functionsmΩq

s and verifying
the conditions:

mΩq (∅) = 0
mΩq (Hq) + mΩq (Hq,Hq) = 1 if mΩq (Hq) > m0

mΩq (Hq) + mΩq (Hq,Hq) = 1 if mΩq (Hq) ≤ m0

(4)
This last operation gives a mass distributionm

Ωq
s quantifying

the beliefs for one unlabeled sampleu related to one classCq.
The parameterm0 is set to0.5 because, without more a priori
information, it corresponds to equal distribution betweenthe
two initial proposals.

Figure 2. The triangular functions for the transfer mass operation

D. Knowledge from all classes

Depending on the semantic interpretation of the images,
classes can be non-exclusive. That means one particular image
can simultaneously belong to two (or more) different classes
(for instance an image with someone in front of the sea



may be put in the two classes associated with the labels
”sea” and ”people”). It could be interesting to allow the
user the opportunity of carrying out a multi-affectation of
an image. So the problem is now to compute a new mass
distribution quantifying membership of the unlabeled sample
u to none or several classes. Considering a set ofQ classes
C = {C1, C2, . . . CQ}, a new frame of discernmentΩ is
defined as the product space of the local frames of discernment
Ωq previously defined for each classCq:

Ω = Ω1 × Ω2 × · · · × ΩQ (5)

If some classes ofC are exclusive, this a priori knowledge
can be used to simplify the setΩ. Considering one unlabeled
image u, each classCq provided a belief functionm

Ωq
s

in its own frame of discernmentΩq. Given a proposition
(B1, B2, · · · , BQ) of Ω, where a symbolBq represents one
of the three propositions from the local frame of discernment
Ωq, the empty set extension operator [6] computes the new
massmΩ using the following expression:

mΩ(B1, B2, · · · , BQ) =

Q
∏

Bq∈2
Ωq

mΩq (Bq) q ∈ [1, Q] (6)

One can note the cost involved by this operator. The global
cost of computing is reduced in practice by the fact that a
local mass distributionmΩq only contains two focal elements.

E. Knowledge from all characteristics

Numerous methods of classification use an early fusion of
features by concatenating the descriptors extracted from one
image in one single vector. One advantage of this approach
is the use of a simple fusion model involving a low cost
computing compared to a late fusion model. One disadvantage
is that it is difficult to express and quantify the discordance
between the information given by the features. Besides, the
concatenation does not take into account the size of feature
vectors. It is extremely difficult to add a new characteristic to
the system without a re-programmable phase.

So, we propose to use a late fusion approach in order to
solve these problems. Each feature spacedi brings a mass
distributionmΩ

di
describing the beliefs about the membership

of one unlabeled sampleu to the classes. Then, the conjunctive
operator is used to combine all the belief functions computed
in the feature spaces considered. The latter operation can
introduce part of the mass distribution on the conflict∅. This
can be useful to detect a new unknown class of images or a
new modality of a known class for instance. A caution rule of
combination could be used in order to take into account the
dependence of the characteristics. However, the final mass is
only used in the sampling process as seen in section IV-A to
compare the different unlabeled images.
At the output of the knowledge modeling module, an unlabeled
imageu is associated to a mass distributionmΩ quantifying
the belief about the known class taking into account all the
extracted characteristics.

F. Interpretation of hypothesis

Because the different classes can be non-exclusive, it is
important to interpret the hypotheses belonging toΩ = Ω1 ×
Ω2 × · · · × ΩQ

Positive hypothesis:A positive hypothesisωq
p is com-

posed of only one local positive hypothesis such asHq, the
others corresponding to local negative ones such asHn:

ωq
p = (Hq,Hn1

,Hn2
, · · · ,HnN

) (7)

This positive hypothesisωq
p can mean that the unlabeled image

u belongs to the single classCq.
Reject hypothesis:This hypothesisωr corresponds to all

negative local hypotheses such asHq :

ωr = (H1,H2, · · · ,HQ) (8)

This means that allQ known classes do not correspond to the
unlabeled imageu. It can be used to initiate a new class, or
new visual content of a known class.

Ambiguous hypothesis:The set of other hypotheses
corresponds to a multi-class category. These hypotheses are
composed ofP (with P ≥ 2) local positive hypotheses such
asHq andN (with N ≤ Q−2 andP +N = Q) local negative
hypotheses such asHq. The general form of such a hypothesis
ωP

a is:

ωP
a = (Hp1

,Hp2
, · · · ,HpP

,Hn1
,Hn2

, · · · ,HnN
) (9)

The degree of ambiguityP of hypothesis ωP
a corre-

sponds to the number of local positive hypotheses. This
means the unlabeled imageu can belong toP classes
{Cp1

, Cp2
, · · · , CpP

} simultaneously, but not to the other
classes{Cn1

, Cn2
, · · · , CnN

}.
In this set of ambiguous hypotheses, the global ambiguous

hypothesisωga is defined by:

ωga = (H1,H2, · · · ,HQ) (10)

This hypothesis means that the unlabeled imageu can poten-
tially belong to all classes. It is not very realistic but it can
serve the purpose of concluding that the characteristics are not
sufficient.

IV. A CTIVE SAMPLING MODULE

It could be difficult for a user to classify a set of images,
particularly when this set is large, and when the classes arenot
defined a priori. This is the case, for instance, when somebody
wants to store his holiday images, not only by time stamp,
but also by themes (visits, swims, meals, ...). Rather than
submitting all the images simultaneously, or one by one in
random order, the idea is to propose an ”adequate” order
following a sampling strategy. So, in this part, a small set of
chosen images is proposed to the user to be classified, maybe
because they are very similar to labeled images or on the
contrary because they are different to labeled images. Active
learning is rarely used for multi-labeling [7].



A. Sampling strategies

For all unlabeled imagesu, a BBA mΩ
u was computed as

was presented in the previous section. It is used to determine
the best unlabeled image(s) to be proposed for a labeling step
according to a particular strategy.

Most positive unlabeled images (MP):The strategy,
some times named ”most relevant” [8]), selects the unlabeled
imageump which obtains the highest pignistic probabilityPP

computed onΩP [9], subset ofΩ made up of only positive
hypothesesωq

p (eq. 7). It corresponds to the selection of ”easy
to classify” images, because the visual content is very similar
to already labeled images.

PP (u) = maxω
q
p∈ΩP

BetP{mΩ
u}(ω

q
p)

ump = argmaxu∈U PP (u)
(11)

This strategy selects the nearest unlabeled images to the
labeled images of the different classes and then improves
the knowledge of the classes. However, it does not cover the
diversity of the visual content of the image collection.

Most ambiguous unlabeled images:The ambiguity can
be global (Most Global Ambiguity MGA) in all the classes
of C. This strategy selects the unlabeled imageumga with
a maximum of pignistic probability on the propositionωga

(eq.10) :

PP (u) = BetP{mΩ
u}(ωga)

umga = argmaxu∈U PP (u)
(12)

This strategy consists in choosing the unlabeled image
which is on the borders of all the known classes. The user
can affect this image to one or several classes, or create a new
class.

It can be interesting to select images that are locally most
ambiguous (Most Local AmbiguousMLAP ), meaning they
are on the borders of aP class.
Firstly, for each unlabeled imageu, the highest pignistic
probability is computed on the subsetΩLAP

only made up
of propositionsωP

a (eq. 9) corresponding to local ambiguity
betweenP hypotheses.

PP (u) = max
ωP

a ∈ΩLAP

BetP{mΩ

u}(ω
P
a ) (13)

Secondly, the most local ambiguous imageulaP
is selected by

comparing the pignistic probabilitiesPP (u) of all unlabeled
images withP class local ambiguity.

ulaP
= argmax

u∈U

PP (u) (14)

For instance, ifC = {C1, C2, C3}, it could be interesting to
consider the local borders between two classes. Each unlabeled
image u ∈ U is associated toPP (u) corresponding to the
highest pignistic probability on the subset :

ΩLA2
= {(H1,H2,H3), (H1,H2,H3), (H1,H2,H3)} (15)

Most rejected unlabeled image (MR):In order to explore
the visual diversity of the space, it could be interesting toselect
unlabeled images that do not correspond to any class [10]. The

unlabeled imageumr has the highest pignistic probability on
the rejected hypothesisωr (eq. 8) of the set of discernmentΩ:

PP (u) = BetP{mΩ
u}(ωr)

umr = argmaxu∈U PP (u)
(16)

The user has to decide the correct labels of this image, or has
to create a new class with this single new labeled image.

Most Conflicted unlabeled image (MC):The information
fusion with all characteristics (color, orientation,...)can lead
to a conflict about the inclusion in one or more classes as
were presented in section III-E. The unlabeled images with
such a high conflict can be interesting to classify, because they
do not correspond to current known classes. This conflicting
information is directly computed bymΩ

u of imageu.
The most conflicting unlabeled imageumc has the highest

mΩ
u (∅) :

umc = argmax
u∈U

mΩ

u (∅) (17)

Most Uncertain unlabeled image (MU):The information
fusion attributes a large mass to the hypothesis ofΩ made
up of the Ωq. In terms of pignistic probabilities, the two
hypothesesHq and Hq are similar and the BBA is said to
be ”non-specific”. That means it is impossible to distinguish
one hypothesis from the others. Thenon specificityN(mΩ

u ) is
computed and the most uncertain imageumu is determined:

N(mΩ
u ) =

∑

∅6=B⊆Ω
m(B)log2(||B|)

um = argmaxu∈U N(mΩ
u )

(18)

V. GRAPHIC USER INTERFACE MODULE

A fully automatic classification system is not realistic fora
such complex application because the user has an high level
semantic interpretation of the images. In order to make the
user’s task easier, the system can use the knowledge modeled
by the belief functions to propose a label for the unlabeled
selected image. This can be done, image by image, or by a
small set of unlabeled images with the same class.

The interface (shown in figure 3) is an interactive view
with images and classes which allows the user to manipulate
images. The vertical list of unlabeled images is sorted fromthe
most (top) to the least (bottom) representative image according
the current sampling strategy. Only the first images of the
list are displayed because of the limited space on the screen
and the ability of the user to simultaneously manage several
images. Each horizontal list of labeled images represents a
class. For the same reason of readability, only a few images
are represented.

The first unlabeled imageu (the most representative of the
current sampling strategy) is duplicated and enlarged between
the vertical and horizontal lists. The views of the horizontal
lists are updated at each selection of an unlabeled imageu

by displaying first its k-nearest neighbors from left to right.
The proposed classification is then displayed to the user by an
arrow pointing to the suggested class. In the case of a multiple-
label proposal, multiple arrows are displayed on the suggested
classes.



Figure 3. The GUI: unlabeled images are in the vertical list and the classes
are the horizontal lists. The unlabeled list is sorted by a given strategy. The
most representative image by this sampling strategy is in the center. After a
short time, the image moves slowly to the suggested class.

VI. EXPERIMENTATIONS

The evaluation of the system concerns the automatic sin-
gle and multi labeling and the performance of the different
strategies of the active learning process.

A. Automatic classification and multi-labeling

The first part of the system models the knowledge and pro-
poses automatic single or multi-labeling. In order to compare
the performances of this system, we use the dataset(”scene-
classification”) proposed by Boutell in [11] and available on
the official website of LibSVM [12]. The images are taken
from the Corel image database where the author has identified
6 labels corresponding to concepts ( ”urban”, ”sunset”, ”fall
foliage”, ”field”, ”mountain” et ”beach”). This benchmark
contains 2407 images associated each one with between 1 and
5 labels simultaneously (the average is1.08 labels by image).
Each image is described by a vector, the concatenation of the
mean and variance of local color histograms. The test consists
in training the system with 1211 sample images, and predicting
the labels of the 1196 remaining images.

The frame of discernmentΩ contains26 hypotheses, all
combinations of base hypothesesHq and (Hq) associated to
the classCq (q ∈ {1, 2, . . . , 6}).

The recall and precision measures in the specific case of
multi-labeling are used to evaluate classification performance.
For each imageui, Yi is the number of correct labels from
the ground truth andZi the number of labels predicted.

The recall index is the ratio of the number of labels correctly
predicted to the number of correct labels.

Recall(D) =
1

|D|

|D|
∑

i=1

|Yi ∩ Zi|

|Yi|
(19)

The precision index is the ratio of the number of labels
correctly predicted to the number of predicted labels.

Precision(D) =
1

|D|

|D|
∑

i=1

|Yi ∩ Zi|

|Zi|
(20)

Figure 4. Comparison of different methods of multi-label classification
assessed in [13]. The proposed method denoted ”KnnEvMulti” is represented
by the orange cross.

Experimentally, the best compromise between recall and pre-
cision is obtained for a numberk = 5 nearest neighbors,
and a valuef = 0.78 with L1 distance: Recall= 0.714 and
Precision= 0.745.

Figure 4 compares our results with 12 classification meth-
ods on the same data set presented in [13]. In this paper, the
authors compared 4 classification algorithms (kNN [14], C4.5
[15], naive Bayes [16] and SMO (SVM-based [17]) as 3 Prob-
lem of Transformation methods named PT32, PT43 and PT64).
The results show the proposed method as being one of the most
successful with the ”PT3+SMO” method (Recall= 0.737 and
Precision= 0.713). This result validates the relevance of our
approach to a difficult problem of classification.

B. Strategy characterization of active image sampling

The system has been designed to help a user to organize
a collection of images from the beginning, ie free of any
label. There is therefore no basis for learning. The sampling
strategies aim to select images to be labeled by the user and
complete the basic learning on the fly.

The strategy characterization studies the impact of active
sampling strategies on the classification performance. At the
beginning, only a few images are labeled. During the ex-
periment, the numbers of incorrect labels according to the
ground truth is integrated corresponding to the task of the
user. Figure 5 shows the evolution of this parameter during the
whole experiment. The horizontal axis represents the sequence
of successive selections of images, and the vertical axis
corresponds to the accumulation of incorrect labels proposed
automatically by the system. We use a Corel image database of
500 images calledgt500. The database contains 5 classes, each
containing 100 images related to different categories: ”flow-
ers”,”bus”,”dinosaurs”,”beaches” and ”horses”. The 5 classes
have already been identified by a single sample image. Each
image only belongs to one class. 495 images remain to be
classified one by one.

2Considering each different set of labels that exist in the multi-label data
set as a single label

3Learning binary classifiers, one for each different label
4Using a set of binary classifiers



Figure 5. Comparison of the six strategies on the datasetgt500 under the
same experimental conditions (distancedBhat, descriptors orientation and
color in spaceR, G, B, f = 0.4 andk = 5). The x axis corresponds to the
successive selections of images, they axis corresponds to the accumulation
of wrong automatic classifications.

Six active sampling strategies have been tested: most posi-
tive (MP), most rejected (MR), most global ambiguity (MGA),
most local ambiguity in 2 classes (MLA2), most conflicted
(MC) and most uncertain (MU) as presented section IV-A.
The strategies are tested individually. An image is selected
according to the strategy chosen, then a labeling proposal is
performed on this image. If this proposal does not match the
ground truth simulating a user’s selection, it counts the number
of incorrect labels accumulated, then adds that image to the
training set with the right label.

The curves can be read in 2 ways: (i) The last point of the
curve allows the final performance of classification involved
the use of a strategy to be focused on. (ii) By observing the
curves entirely, it is possible to see when wrong proposal
labeling occurs.

In this experiment, the strategies can be separated into
2 groups: first group for which wrong proposal labeling is
delayed (most positive (MP), most conflicted (MC) and most
uncertain (MU)), second group for which the wrong proposal
labeling occurs early in the classification of images.

VII. C ONCLUSIONS

The belief functions are particularly well suited to modeling
the knowledge about image classes when the learning base
is poor, especially in the beginning of the classification
process. At anytime, the system proposes one or more
possible label for each unlabeled image, by comparing this
unlabeled image with its K nearest neighbors of different
known classes. The belief model is well adapted to the
description of the different strategies of unlabeled image
presentation. The last figure clearly shows the characteristics
of these strategies which ask the user to carry out important
task in the beginning or at the end of the classification
process. Now it would be interesting to study a possible
combination of strategies over time in order to limit the task
of the user and to improve the final classification performance.
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of H. Göeau.
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